Ask around about ghost CW_GAIN change (aLOG 37304)

H1 CAL (CAL, DetChar)
cheryl.vorvick@LIGO ORG - posted 00:00, Tuesday 04 July 2017 (37304)
H1 kicked out of Observe

03:52:44UTC - H1 out of Observe

SDF shows that should be 1, but was at 0
channel cleared SDF by going back to 1

03:25:45UTC - H1 back in Observe

not sure if this is a known thing, a new thing, or if possibly someone |

o SDF = setpoint definition file system, linked to Guardian. It is the monitoring system for large
proportion of control settings which typically remain unchanged once control loops are
tuned.

o Apparently the SDF system keeps logs in:
For RCG V2.9 and later, a new directory needs to be created for the writing of EPICS and SDF log
files. This directory in of the form: fopt/rteds/<site>/<ifo=/log/<modelname> Two log files will
be written here:

* i0cIFO.log: This is the standard EPICS log file. which was previously written to the
target/<modelname>/<modelname>epics directory. This file is ereated every time the FE
code 1s started.

* ioc.log: This is a new file used to write SDF code information. Unlike the i0cIFO.log file,
this is a persistent log, appended by the FE SDF code continuously. This file contains
information about code restarts, SDF file reads/saves, ete.

o Since CW_GAIN is part of HICALEX model, pulled up 10C logs from that. There are entries
prior to Jul 4 but no note of what changed; don't even know if entries in ioc.log mean
anything:

Sat Jul 1 13:58:08 2017
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©  Neither BURT .snap files nor I0C logs show changes since March
o Looked a little deeper into SDF logs with Dave Barker; first, we confirmed that the event
occurred since the logs show nothing:



Trend from 17-07-04-03-40-02 1o 17-07-04-04-00-01

Ch 2: HI:CAL-PINJX_CW_GAIN
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Clearly, the gain is tripped and is then reset about 2 minutes later. The CDS-RACCESS
channel denotes the number of remote users; since this occurred on a holiday and there
was only one operator on site, we confirmed that a human didn't make the change. The
"FEC state word" on right indicates the status of hardware injections to this system; these
injections dropped out right when the gain dropped. While the injections recovered on the
order of seconds, the gain didn't respond for over two minutes.

This is due to the code changes as enumerated in aLOG 23711. The script used to restart the
continuous wave injections is given a two minute delay to ensure that the injections have
begun:


https://alog.ligo-wa.caltech.edu/aLOG/index.php?callRep=23711

#!/bin/bash

E

# System-V init script for pulsar injection

&

if [ -f fligo/cdscfg/stdenv.sh ]; then
fligo/cdscfg/stcdenv.sh

fi

START SCRIPT=/usr/local/home/hinj/Details/bin/x start psinject
S5TOP_SCRIPT=/usr/local/home/hinj/Details/bin/x stop_psinject
PID FILE=/usr/local/home/hinj/run/psinject.pid
CAPUT=/ligo/apps/slé/epics/base/bin/linux-x86 &4/caput
&
if [ £1 = "start™ ]; then
if [ -=x $5ThRT_5CRIF: 1; then
echo "Starting psinject”™
SCAPUT H1:CRAL-PINJX CW TR&MP 0.0
/bin/=slesep 1
SCLPUT Hl:CE:—PIHCX_CW_ERIH 0.0
/binS/=slesp 1
SCAPUT H1:CAL-PINJX CW TRaMP 10.0
gu -c "$START SCRIPT monit start >/dev/null"™ hinj &

SCRPUT H1:CRL-PINJX CW GAIN 1.0

Then the restart monitoring occurs every 3 minutes:

check process psinject with pidfile fusr/local/home/hinj/run/psinject.pid

start program = "/etc/init.d/psinject start"

stop program = "/Setc/init.d/psinject stop" with timeout 120 seconds

if 3 restarts within 5 cycles then timeout
alert cdsadminfligo-wa.caltech.edu

At all times, the Guardian code is ensuring that, if certain channels are changed, the IFO is

taken out of science mod

e (DIAG_EXC.py):

injecti

for m in
print m

run on PCAL-E



This hardware injection restart would not have been an issue since the CW_GAIN and
CW_TRAMP values were not supposed to be monitored but, somewhere along the way,
they were. Therefore, the injection restart caused Gaurdian to kick the IFO out of observing
because Gain and Tramp changed values.

o We fixed this issue by returning these channels to unmonitored status in hlcalex_safe.snap:
paul.marsn@zotl
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And then committing their values in the SDF tables:
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o Asanote, 6 restarts of psinject have occurred in O2:



~rW-T==-T--
~rwW-r--r--
-rW-T=--r--
“TW-T=--T--
“rW-r=--r--
~rW-T=-=-r--
“TW-T=--r--
-TW-F=--T--
-fW-r=--r--
-rW-r--r--
-rW-r=--r--
“rW-F=----

hinj

1
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj
1 hinj

controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls
controls

[hinj@hlhwinjl logl$ §
There may be further investigation necessary to determine causes of each and look for
repeated causes.
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